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1 Introduction

A Kleinian group is a discrete group of fractional linear transformations of the
complex plane. In the mathematics of the 19th century, particular discrete
groups such as Fuchsian groups became attracting attention in the theory of
ordinary differential equations or even before in the theory of modular functions.
At the end of the 19th century, Fricke and Klein (see [Mg]) created a general
theory of discrete groups of fractional linear transformations and obtained some
fundamental results such as complexity of the limit set (the set of accumulation
points of the orbit) in the era when the word “fractal” had not been born yet. On
the other hand, Poincaré [Po] extended the concept of Fuchsian groups to three
dimension and regarded a Kleinian group as a discrete group of isometries of
the 3-dimensional hyperbolic space (although there had been no much progress
from this point of view for more than half a century).

Classical 2-dimensional theories of Kleinian groups after Fricke and Klein
developed gradually in the first half of the 20th century. At the same time,
the iteration of rational functions was studied by Fatou and Julia around 1920
and some analogies to Kleinian groups were recognized. Then these brothers of
complex dynamics had spent their pupal stage until the time was ripe for the
next. The first metamorphosis of the theory of Kleinian groups was brought
by the completion of fundamental theorems on quasiconformal maps after 1960.
In virtue of this, in addition to the conventional analysis of the phase space
of dynamics, giving deformation to the dynamics became a powerful tool, and
further it developed to the analysis of the parameter space itself, namely, to a
branch of the theories of Teichmiiller spaces. Ahlfors and Bers established the
foundation of complex analytic methods for the study of Kleinian groups.

However, the real nature of Kleinian groups become clearer only when we
obverse them as isometry groups of the 3-dimensional hyperbolic space. As
3-dimensional topology developed, the recurrence to Poincaré’s viewpoint had
appeared in their works of Marden and Maskit in 1970s, and at last the theory of
3-dimensional hyperbolic manifolds due to Thurston [T] brought a revolutionary
turning point to Kleinian groups and created a big current of mathematics which



has lasted until now. Moreover, several fields of mathematics have been involved
with this current and as a consequence the range of the theory of Kleinian groups
has been expanded.

Among these modern theories of Kleinian groups, another event which seems
no less important was Sullivan’s work so to say the renascence of classical anal-
ysis and the unification of complex dynamics. He generalized the Hopf-Tsuji
ergodicity theorem, the Mostow rigidity theorem and the Ahlfors finiteness the-
orem by dynamical methods [S2], and imported quasiconformal maps to the
study of the iteration of rational maps and tried to make a unified interpreta-
tion with Kleinian groups. Also he utilized a measure on the limit set which
was introduced by Patterson to clarify how the Hausdorff dimension, which had
been a primitive index measuring complexity of the limit set as a fractal until
then, reflected geometric features of the hyperbolic manifold well [S1].

This expository paper is concentrated on topics on the Hausdorff dimension
of limit sets among the complex dynamical theories of Kleinian groups. Sulli-
van’s theories appeared in 1980s and since then a lot of good expositions have
been already published, among which the monograph by Nicholls [N] is popular,
where several propositions in this paper have their detailed proofs even if they
are not specifically referred in the context. However certain results in recent
papers (in particular a paper by Bishop and Jones [BJ]) succeeded in simplify-
ing and completing Sullivan’s original work. In addition, a satisfactory answer
was given to a problem asking the change of the Hausdorff dimension of the
limit sets under deformation of Kleinian groups, a typical problem on dynamics
(McMullen [Mc]). In this paper, including these topics, we try to reorganize
important results and to explain them in such a way that it seems most simple
and clear (for the author). Basic terminology and facts on Kleinian groups will
be stated minimally when they are necessary; even if they might be omitted,
we can consult monographs of Kleinian groups, say [MT].

2 The limit sets of Kleinian groups

A conformal automorphism of the Riemann sphere C is a fractional linear trans-
formation (an orientation preserving Mobius transformation), and the group of
all these transformations is identified with PSLy(C) = SL2(C)/ £ I as a Lie
group. A Kleinian group is a discrete subgroup of it. In this paper we always
assume that Kleinian groups have mo elements of finite order other than the
identity. As a Mo&bius transformation is originally defined as a composition of
reflections with respect to circles or lines on the complex plane, its action is
naturally extended to the upper half-space

H? = {(z,y.t) | t > 0}
(the Poincaré extension). Moreover if we provide the hyperbolic metric

dp* = (da? + dy? + dt?) /1?



with H? and regard it as a model of the 3-dimensional hyperbolic space, M&bius
transformations are isometric automorphisms of (H3, p). Furthermore, mapping
the upper half-space to the unit ball by the Cayley transformation, we obtain
the unit ball model (B3, p) of the hyperbolic space. In this model, the boundary
S2 of B3 is the sphere located at infinity of the hyperbolic space.

A Kleinian group I' acts freely and properly discontinuously on the hyper-
bolic space as a group of orientation preserving isometries, and the quotient
space Np = B3/I' is a hyperbolic manifold. On the other hand, if we con-
sider the maximal open subset (I") (which is called the region of discontinuity)
of S? where T' acts properly discontinuously, its quotient space Q(T')/T is a
complex manifold (Riemann surface). We assume the manifold (B* U Q(T))/T
with boundary to have the hyperbolic structure inside and to have the complex
structure on the boundary and call it a Kleinian manifold.

The complement of the region of discontinuity Q(T") of S? is called the limit
set and denoted by A(I"). This can be alternatively defined as follows:

Definition (Limit set) Let I'(0) be the orbit of the origin 0 € B? by a
Kleinian group I'. Then the set of accumulation points of I'(0) in the Euclid
topology, which is on S2, is defined as the limit set of I' and denoted by A(T).

If the limit set A(T") contains more than 2 points then it is an uncountable
perfect set consisting of infinitely many points. Otherwise I' is called elemen-
tary. In this paper we always assume that Kleinian groups are non-elementary.
Another characterization of the limit set is that it is the minimal, non-empty,
I-invariant, closed subset of S2. We consider the closed convex hull of the union
of all geodesic line with the end points in A(T") and take the quotient by I, which
is a subset of Ny. This is called the convex core and denoted by Cr. The convex
core CT is the minimal, convex, closed subset of Nt such that the inclusion map
into Nr is homotopy equivalence.

As a generalization of finiteness of the volume of Nr, we define the following
property of Np, which means “the finiteness on the limit set”.

Definition (Geometric finiteness) We say that a Kleinian group T' (or a
hyperbolic manifold Nr) is geometrically finite if T is finitely generated and the
volume of the convex core Cr is finite.

For a geometrically finite Kleinian group I', the limit set is decomposed into
AT) = A (T) UALD).

Here A.(T) is the conical limit set of ', meaning that x € S? belongs to A.(T")
if I"'(0) accumulates on x within a bounded distance of a geodesic ray towards
x. On the other hand, A,(T") is the set of all parabolic fixed points of I, which
is a countable set. In fact, if G is geometrically finite then any point of A,(T)
is a bounded parabolic fized point.



Definition (Hausdorff measure, dimension) For a subset E of S?, we take
a covering E C |JA(x;, ;) by countably many disks A(x;,7;) with respect to
the spherical metric where the radius r; is less than 6 > 0. For an arbitrary real
number s > 0, we set HJ(E) = inf Y. rf, where the infimum is taken over all
such covering of E. Next we take the limit

Ho(E) = lim H(E) = sup HS(E)
5—0 5>0

as § — 0. Then H, is an outer measure on S2? and the restriction to H,-
measurable sets (which includes the Borel sets) is, by definition, the s-dimensional
Hausdorff measure.

For any set E C S?, if s < t then HS(E) > 6°*H?(E). Hence there exists
a unique number d such that if 0 < s < d then Hs(F) = oo and if d < s < o0
then Hs(E) = 0. This number d is, by definition, the Hausdorff dimension of E
and denoted by dim F.

There are detailed arguments on the Hausdorff measure in monographs [Fal,
[Fe] and [Ro].

Ahlfors proved that, for a geometrically finite Kleinian group I', the 2-
dimensional Hausdorff measure satisfies Ha(A(T")) = 0 if A(T") # S? (see Corol-
lary 14). The statement that any finitely generated Kleinian group should satisfy
this conclusion is called the Ahlfors conjecture, which is not completely solved
yet. It is known that this follows from the Marden conjecture (see [O]) asserting
that Nr is topologically tame, namely that Nr is homeomorphic to the interior
of some compact manifold with boundary for any finitely generated Kleinian
group I' [C2].

3 Critical exponent of convergence

We define the following other classical index for Kleinian groups:

Definition (Critical exponent) For a Kleinian group I', we define

§(T) = inf{s > 0| g := Y _ exp(—sp(0,7(0))) < oo}
~el’

as the critical exponent for I', where p denotes the hyperbolic distance. Here
gs is called the s-dimensional Poincaré series. If the §(T")-dimensional Poincaré
series diverges then I' is said to be of divergence type, and if it converges then
convergence type.

In the unit ball model B3, since exp(—p(0,v(0))) is comparable with 1 —
|7(0)], the critical exponent can be defined by the convergence or divergence of



> ver(I=[7(0)])*. In addition, by an equation

(@) = 1O 3= hO)

for x € S2, it can be also defined by the convergence or divergence of > ver Y (@)
(x € Q")), where |y/(z)| means the magnifying rate of a conformal map v of
R3 at z.

Let n(r) denote the number of points of I'(0) within a distance r of the
origin. Then it can be proved that

0(T) = limsup M.

In particular this implies that §(I') < 2. Also §(I") > 0 can be proved in several
ways.

Concerning the relationship between the critical exponent and the Hausdorff
dimension, the following theorem due to Bishop and Jones [BJ] is of the final
form:

Theorem 1 Any Kleinian group T' satisfies dim A.(T') = 6(T).

First we show the easier estimate from above: dim A.(I") < §(I"). For any
v €T, let b(7y,t) denote the “shadow” on S? caused by the rays from the origin,
of a ball with radius ¢ > 0 and center v(0). Then, numbering all elements of T’
as {vn 152, we can represent the conical limit set as

AD) = [JAUD), AL = () U b0,

>0 N>1n>N

Proposition 2 If the s-dimensional Poincaré series converges then the s-dimensional
Hausdorff measure of A.(T) is zero.

Proof. Tt suffices to prove that the s-dimensional Hausdorff measure of A%(T)
is zero for each fixed ¢ > 0. This follows from the fact that the radius of the
shadow b(v,,t) is comparable with 1 — |7, (0)]. ]

The assertion of Theorem 1 was already known for Fuchsian groups in general
and for geometrically finite Kleinian groups [S1], [S4]. The value of their work
lies in that they proved it for Kleinian groups in general. We will introduce an
interpretation of the original proof by McMullen, who utilizes quasigeodesics.
Here we say that a piecewise geodesic curve in the hyperbolic space is an (L, 6)-
quasigeodesic if the length of each geodesic segment is greater than L > 0 and
the angle between any two consecutive segments is greater than 6 > 0.

Proof. We will prove the other inequality dim A.(T") > §(T"). For any € > 0,
set 8 = §(T') — € and s = §(T") — 2¢. Then the s’-dimensional Poincaré series



diverges. We will prove that the s-dimensional Hausdorfl measure of A.(T) is
not zero.

We construct a tree T rooted at the origin in B? as follows: The vertices
of T are in a subset of the orbit I'(0); each edge of T is a geodesic segment of
length greater than L > 0; and the angle between two edges at each vertex is
greater than 6 > 0. Then, by a property of quasigeodesics, a piecewise geodesic
curve from a vertex of T to a descendent vertex along the edges lies within a
constant distance of the geodesic line connecting the two vertices, where the
constant is depending only on L and 6. From this fact, we can see that a set
E(T) C S? of the ends of T is contained in A.(T"). Furthermore, we require the
following additional properties for T: the sum taken over all vertices v’ that are
direct sons of any vertex v in T satisfies

Zexp(—sp(v’, 0)) > exp(—sp(v,0)) -+ ()

v’

and the length of each edge e is bounded by a constant L’.

Assuming the existence of such a tree T', we prove that Hs(E(T)) > 0. We
take an arbitrary covering |JA(xz;,7;) of E(T) by disks. For each path in T
from the origin towards an end, if it terminates at an end contained in a disk
A(x;,r;), we cut the path at the vertex where it first enter into the hemiball B;
in B3 spanning A(z;,2r;) and take off the far part from there. In this manner,
we construct a finite tree 7’. Then the sum taken over all vertices v’ on the
boundary of T” satisfies

> exp(—sp(v/,0)) > exp(—sp(0,0)) = 1

by (). Since exp(—sp(v’,0)) and (1 — |v|)® are comparable, there exists a
constant C' > 0 such that if v € B; then C(2r;)® > exp(—sp(v',0)). The
number of v' € OT” that are contained in a hemiball B; is bounded by a constant
K which is depending only on a = inf,cr_gaqy p(7(0),0) and on L'. Hence

QSCKer > Z exp(—sp(v’,0)) > 1.

v’ €dT’

This implies that, for any covering of E(T') by disks, the sum of their radii to
the s-th power is not less than (2°CK)~!, and thus we obtain

Ho(A(T)) > Ho(E(T)) > (2°CK)~! > 0.

Next we state a method of constructing a tree T' that satisfies the above
requirements. Let A; be a cone consisting of the rays from the origin towards
the points in a disk A; on S2. We can choose A; so that a partial sum of the s'-
dimensional Poincaré series g, taken over the points of I'(0) that are contained
in A; diverges. Moreover, since I' is non-elementary, we can take another disk



A, on S? disjoint from A; so that the partial sum of g, taken over the points
in the corresponding cone A, to Ag also diverges. Let 6 be the half of the
minimum of angles between a ray from the origin in A; and that in As. For a
fixed { > 0, we choose L > 0 so that any two (L, 8)-quasigeodesics that connects
the same points in B3 lie within the distance ! of each other.

We divide the cone A; (i = 1,2) according to the hyperbolic distance from
the origin and let A;, (n = 1,2,...) be a block in A; where the distance is
in the interval [n,n + 1). We consider a partial sum of the Poincaré series gy
taken over the points of I'(0) in A; ,,. Since gy diverges, for any M > 0, there
exist infinitely many blocks {Ai,n(k)}k:m,,,, such that the partial sum of g,
taken over A; ,,(r) is greater than M. On the other hand, we can find a way of
dividing I'(0) N 4, ,, into b groups, where b is an integer depending only on a
and [, such that, if two (L, 8)-quasigeodesic rays from the origin pass through
distinct points in the same subset, then they are at least [ distant from each
other in A;,. We take M sufficiently larger than b and choose a block A; (1)
with n(k) > L. At least one group among the b groups satisfies that the partial
sum of g, taken over the group is greater than M/b >> 1.

We adopt all points in the group as the vertices {v} in the first generation of
the tree and connect the origin and each vertex v by a geodesic segment, which
is an edge e. The way of choosing the vertices {v'} in the second generation,
which are sons of a vertex v, is as follows: We regard v = v(0) as the new origin
and take two cones v(A;) and y(Az) with the vertex v. Then the angle between
the edge e and at least one of the two cones is not less than 6. Choose certain
points of I'(0) in a block of the cone exactly in the same manner as before and
adopt them as the vertices {v'}. Connect v and each v’ by a geodesic edge €.

Repeating this process, we have a family of (L, #)-quasigeodesics rays start-
ing from the origin, branching at the vertices and extending to the infinity. This
family of quasigeodesic rays forms a tree because, once they branch, they never
meet again due to our construction. For each vertex v and its sons {v'}, we

have
Zexp(—sp(u’7 0)) ~ Z exp(—sp(v’,v)) - exp(—sp(v,0))
because the quasigeodesics satisfy p(v’,0) & p(v’,v) + p(v,0). Then, since

Z exp(—sp(v',v)) >> 1

v’

by construction, we obtain the inequality (x). [ ]

4 Measures on the limit set

We consider measures on the limit set that are invariant under the group ac-
tion (in the sense of the following definition). The Hausdorff measure has the



invariance for Mobius transformations. There is a standard construction of an
invariant probability measure with the support on the limit set, which reflects
the distribution of the orbit of a Kleinian group. Using this measure, we can
estimate the Hausdorfl measure and dimension of the limit set.

Definition (Invariant measure) For a Kleinian group I', a Borel measure
1 on S? is said to be an s-dimensional, I-invariant measure if

n(yE) = / Y [*dp
E

for any Borel measurable set E on S? and for any v € I'.

We consider the range of dimensions where a I'-invariant probability mea-
sure exists. We define the infimum of such dimensions (which is actually the
minimum by taking the weak limit of a sequence of measures) as the critical
dimension and denote it by «(T).

Patterson [Pt1] and Sullivan [S1] constructed a §(T")-dimensional, T-invariant
probability measure as follows: For s > §(T"), letting each term of the convergent
Poincaré series g; be a weight of the Dirac measure d.q), we consider the sum

Z exp(—sp(O, 7(0))67(0)

yel’

Dividing it by the total mass, we have a probability measure on B3. Then,
letting s | 6(T"), we have a weak limit of a subsequence of the measures. We can
prove that the probability measure constructed in this way has the support on
the limit set and that it has §(T")-dimensional I'-invariance. (Precisely speaking,
this is true only in the case where I is of divergence type. If I is of convergence
type, we have to adjust the given weight so that the weak limit measure has no
support inside of B3.)

Lemma 3 For any Kleinian group T, there exists a 6(T")-dimensional, T'-invariant
probability measure. Hence a(I") < §(T).

Next, we investigate the relationship between an s-dimensional, I'-invariant
probability measure us and the s-dimensional Hausdorff measure. To this end,
the following shadow lemma due to Sullivan [S1] is crucial, which asserts that the
mass of the shadow b(+y,t) (defined in Section 3) measured by ps is comparable
with the radius r(b(v,t)) of the shadow to the s-th power. Consult [Pt3] for its
proof.

Lemma 4 Let us be an s-dimensional, I'-invariant probability measure. Then,
for a sufficiently large t, there exists a constant A > 0 such that

S (601,1) < r(6(1,0)° < Apa(b(, 1)

for all v € T except a finite number of elements.



Applying this lemma directly to the proof of Proposition 2 and interpreting
the conclusion as a statement on a I'-invariant probability measure, we have the
following:

Proposition 5 If the s-dimensional Poincaré series converges then A.(T) is a
null set for any s-dimensional, I'-invariant measure .

The restriction of the s-dimensional Hausdorff measure H to the conical
limit set A.(T) is denoted by hg. This is an s-dimensional, I'-invariant measure
(including the case where the total mass is zero or infinity). In order to estimate
hs from above in terms of ps, we use Lemma 4 as well as the fact that we can
choose such a covering of A.(I") by shadows that they have no intersection (or
few intersection) with each other. In general, this kind of statement is called
the covering theorem and, for example, the Vitali covering theorem (see [Fa]) is
applicable to our case.

Lemma 6 If an s-dimensional, T'-invariant probability measure us exists then
there is a constant A" < oo such that hy < A’'us. Hence dim A (T') < s and thus
dimA.(T) < «(T).

By Lemmas 3 and 6, the above three values dim A., a and ¢ are in this order
from low to high. Then, applying Theorem 1, we see that they are actually
coincident with each other.

Theorem 7 Any Kleinian group T satisfies dim A.(T') = «(T") = §(T).

We consider the following more detailed conditions on convergence of the
Poincaré series and on nullity of the conical limit set at the critical dimension

0 =14(T).
(1) The d-dimensional Poincaré series gs converges;

(2) Some/any d-dimensional, -invariant probability measure us satisfies ps(A.(T)) =
0;

(3) The d-dimensional Hausdorfl measure H; satisfies Hs(A.(T)) = 0.

Although only the implication (1) = (2) was proved by Proposition 5, the
converse (2) = (1) is also true. To see this, we take the unit tangent bundle
T1 Nr of the hyperbolic manifold Nr and introduce a measure m on 17 Nr from
the hyperbolic volume element and a I'-invariant probability measure . Then
we consider a condition that the geodesic flow g(v,t) : TyNr x R — Ty Nr
is conservative with respect to the measure m. In other words, it is that for
almost all points v € T1 Np with respect to m, there exists an infinite sequence
t, — oo such that g(v,t,) belong to a compact subset of T3 Ny. Clearly this
is equivalent to the condition p(A.(T')) = 1. Sullivan proved that, in the case



that p is n-dimensional, if the Poincaré series g, diverges then the geodesic
flow is conservative [S2], and that this is extendable to any dimension [S3], [N].
Further, Thurston gave an elementary proof directly without using a geodesic
flow, of the fact that if g, diverges then A.(I') has full n-dimensional measure
(see [Ah], [N]). Tukia [Tu2] generalized this method to any dimension.

Theorem 8 IfT is of divergence type then A.(T') is positive with respect to any
0(T)-dimensional, T-invariant probability measure.

Next we show that a §(T")-dimensional, T-invariant probability measure is
unique for a Kleinian group I' of divergence type. The uniqueness is equivalent
to the ergodicity of the group action.

Proposition 9 Let us be an s-dimensional, I'-invariant probability measure.
Then it is the unique s-dimensional, I'-invariant probability measure if and only
if ps satisfies the following ergodic condition: any I'-invariant measurable set A
on S? satisfies either ps(A) =0 or pus(S* — A) = 0.

In general, as the following lemma shows, any I'-invariant probability mea-
sure p satisfies the ergodic condition on the conical limit set A.(I'). Hence,
if A.(T) is positive with respect to p, which implies that p must be §(T)-
dimensional, then it is unique.

Lemma 10 If a I'-invariant measurable subset A of A.(T') satisfies p(A) > 0
for a T-invariant probability measure u then p(A) = 1.

Proof. 'We take a density point = of A and choose a sequence v, (0) out of the
orbit that converges to = conically. Passing to a subsequence, we may assume
that 7,,1(0) — y for some y € S2. Since z is a density point, a sequence of

shadows b(~,, t) satisfies
n=oo  pu(b(Yn, 1))

We map the shadow b(v,,,t) by 7,1 and consider the ratio of A in the image.
Estimating |(7,,!)’|, we have a constant C' depending only on ¢ such that

pO 0n, ) = A) _ Jugun-alOnVlde by t) — 4)
(v (9, 1)) } I [ U /7 M (ICTO)

Then, for any € > 0, there exists some ¢ such that u(y, 'b(yn,t)) > 1— X —¢ for
all sufficiently large n, where pu({y}) = A. Hence

AN b 1)) pA) =&
11y o(vm, 1)) 1—A—¢

Since the left hand side converges to 1 as n — 0o, we see that 1—-A—e < u(A)—A.
Thus we have u(A) = 1, for € is arbitrary. ]

(—0).
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Definition (The Patterson—Sullivan measure) For a Kleinian group I" of
divergence type, the unique §(I")-dimensional, T-invariant probability measure
is defined to be the Patterson—Sullivan measure. Hereafter we call it the PS
measure. The total mass of the PS measure is on the conical limit set.

Finally we consider the implication (3) = (2). Note that the converse is
true, which can be seen from Lemma 6 or alternatively from Proposition 2 if we
use the equivalence of (1) and (2). In the definition of the Hausdorff measure,
all the disks are candidates for a covering of a given set, however we restrict
the disks to the family 7, = {b(v,t)},er of shadows of balls of radius ¢ with
center at the orbit and define a new Hausdorff measure H,(-; F¢) in the same
way. Then, by the shadow lemma and by the covering theorem, we can see
that AY(T") is a null set for an s-dimensional, I-invariant probability measure
s if and only if it is a null set for H(-; F;). Hence a problem remains of the
comparison of H(-;F;) and Hs(-). Although an inequality Hs(-) < Hs(-;F)
is clear by definition, the converse is the problem; if AL(T") is a null set for H(+)
then so is for H,(-; F). However this is not true in general.

Remark Assume that I' is a geometrically finite Kleinian group without a
parabolic element. Then, for any disk A(z,r) with sufficiently small radius that
contains a point of Af(T"), there exists a shadow b(v,t) C A(x,2r) such that if
the radius is multiplied by a uniform constant then the resulting shadow contains
A(z,2r). Hence, in this case, both Hausdorff measures are comparable on A% (T")
and thus (3) = (2) follows. However, even if I' is geometrically finite, this is
not true in certain cases where I' contains a parabolic element. Sullivan [S4]
gave a condition for this implication to be satisfied in terms of the inequalities
between §(I") and the maximal rank of parabolic subgroups of T'.

We have seen that, for any Kleinian group T, there exists a §(I")-dimensional,
T'-invariant probability measure and if I" is of divergence type in addition then it
is unique, which is the PS measure. Although the uniqueness is not satisfied in
general, a measure that is constructed in a standard manner has the following
property [S4]:

Theorem 11 For any Kleinian group T, there exists a 6(T')-dimensional, T'-
invariant probability measure p whose support is on the limit set and which has
no atom (point mass) on bounded parabolic fized points.

Indeed, since the measure p constructed in Lemma 3 has its support on the
limit set, it suffice only to prove that p has no atom (point mass) on bounded
parabolic fixed points. The PS measure automatically satisfies this condition.

Definition (Change of base points) For an s-dimensional, I'-invariant prob-
ability measure p and a point x € B3, we define a measure ., which is abso-
lutely continuous with respect to p and vice versa, as

o) = /E P(e,0)du(C),  Pla,C) =

1—|af?
z = (>

11



Here P(z,() is the Poisson kernel, which is the magnifying rate |h% (¢)| at ¢ € S?
of a Mé&bius transformation h, of B3 that maps z to the origin 0. Then the
Radon—Nikodym derivative is

i0=(7g)

We consider a I-invariant function ¢, (z) = u,(S5?), where the total mass
of pi, is regarded as a function of € B3. We will see that the growth order
of ¢, () as x tends conically to ¢ has a difference according to whether £ is an
atom for y or not.

In general, when & € S? is an atom for an s-dimensional, I'-invariant proba-
bility measure u, we can see from an estimate of the Poisson kernel that, for a
sequence of points x € B3 that converges conically to &, there exists a constant
C1 > 0 such that

Pu(®) > 1a({€}) = P(x,€)°n({€}) > Cre® ).

This in particular implies that a conical limit point £ of I' cannot be an atom
for p. Contrarily to this case, when & is a bounded parabolic fixed point of T’
and it is not an atom, we have the following result. For the sake of simplicity of
notation, ¢ is regarded as a bounded parabolic fixed point of rank 0 if £ € Q(T).

Lemma 12 Let p be an s-dimensional, I'-invariant probability measure with
support on A(T"). Assume that £ is a bounded parabolic fized point of ' of rank
k (k = 0,1,2) that is not an atom for p. Then, for a sequence v € B® that
converges conically to &, there exists a constant Cy < oo that satisfies

Pu(x) < Chelk=2)r(02),

Proof. Using the upper half-space model H3, we may assume that & = oo and
that p, is a measure on C. Setting P(x,() = 2t/|z — ¢|? for x = (z,t) € H3
(which is the magnifying rate |h’,(¢)| of a Mdbius transformation h, : H® — B?
that maps x to 0), we have

wuo:(ﬂaoy:(ﬂuwm)s
iy P(z0,¢) 24+1C—2)
where zg = (0,1). Let J be the stabilizer of co in I" and E a fundamental
domain for J on C. Then
> w1 (E

C) = ZN&U(](E

JjeJ jeJ
d:uj 1(:1:
= Nwo(g)
]26;]/ dpiz,
s 1+ \CI2 °
‘t;/QuK ) )
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Since the support A(T") of 14, restricted to E is bounded, the sum of the integrals
in the last term is comparable with

/ d&Cl dl‘k _tk_Qs/ dl‘ldl'k
re (2 + 27+ + ) re (L] 4 a3)
(This in particular implies s > k/2 for k = 1,2.) We transfer these things to

B3. When z converges to & conically, ¢ is comparable with e?(®0:%) Hence we
can take a required constant Cs as in the assertion. [

Proof of Theorem 11. We take a 6(I')-dimensional, T-invariant probability mea-
sure u with support on A(T"), which was constructed in Lemma 3. Suppose that
I has a bounded parabolic fixed point ¢ of rank k = 1,2. Then §(T') > k/2,
which can be seen from the proof of Lemma 12 above or more simply from
Lemma 30 later. For a sequence x € B3 that converges conically to &, whether
£ is an atom or not makes such a difference of growth order as

pulx) = CredrOm);
oulz) < Coek=0MNp(0.2) — (0, (O6(1)=€)p(0,2) (e =26(I) — k > 0).

The measure p was constructed as a weak limit of a sequence of probability
measures j; on B3 which consists of atoms on the orbit T'(0). We define ¢,,_ ()
for these js similarly to the case of measures on S2. Then, even if we take
the arrangement of the weight on I'(0) into account (which is necessary when I'
is of convergence type), we have ¢, (z) = O(e®@=9r(0:0)) a5 in the proof of
Lemma 12. Hence their weak limit 4 cannot have an atom on &. [

We conclude this section with a summary of facts on geometrically finite
Kleinian groups [S1], [S4].

Theorem 13 Let ' be a geometrically finite Kleinian group. Then T' is of
divergence type and the unique 6(I")-dimensional, T'-invariant probability mea-
sure (PS measure) exists. Moreover, if T has no parabolic element then the
PS measure is coincident with the Hausdorff measure hsry = Hsryla, ) up to
a multiplicative constant. Furthermore, if ps is an s-dimensional, I'-invariant
probability measure with support on the limit set for s > 6(I') then ps consists
only of atoms on bounded parabolic fixed points.

Proof. We take a §(I")-dimensional, I-invariant probability measure p as in The-
orem 11. Since p has no atom on bounded parabolic fixed points, the total mass
lies on A.(T"). Hence, by Proposition 5, the §(I")-dimensional Poincaré series di-
verges. Also the uniqueness follows. In addition, if I' has no parabolic elements
then Hsry(Ac(T')) > 0 by the remark concerning the implication (3) = (2).
Hence the uniqueness implies that hsr) coincides with y modulo normaliza-
tion. Next, by Proposition 5 again, if s > §(I") then A.(T') is a null set for p,.
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Hence it has the total mass on the bounded parabolic fixed points. Since they
are countable, ug consists only of atoms. [

Using the fact that dim A(T") = dim A.(T") for a geometrically finite Kleinian
group I', we obtain the following corollary [S4], [Tul].

Corollary 14 The limit set A(T') of a geometrically finite Kleinian group T has
Hausdorff dimension 2 if and only if A(T) = S2.

Proof. 1f A(T') # S? then the 2-dimensional Poincaré series converges. This can
be seen from the fact that 3°_ 1 1Y/ (2)|? < oo for z € Q(T). On the other hand,
I' is of divergence type by Theorem 13. Therefore §(I') < 2, which implies that
the Hausdorff dimension of the limit set is less than 2. ]

5 Geometric indices

The Hausdorff dimension dim A.(T") of the conical limit set can be estimated by
certain geometrical indices of the hyperbolic manifold Nr. More precisely, the
Hausdorff dimension is related to them via the relationship between the critical
exponent and the bottom of the spectrum.

Definition (Bottom of spectrum) For a complete Riemannian manifold N
in general, we define Ag(IV) as the infimum of the Rayleigh quotient

InIVFI?
In 1512

and call it the bottom of the spectrum. In particular we denote the bottom of
the spectrum of a hyperbolic manifold Nr by Ao (T).

Ao(N) = inf {

recrm}.

The A\o(N) is equal to the supremum (actually maximum) of the set of eigen-
values for smooth positive eigenfunctions with respect to the Laplace—Beltrami
operator A on N. On the other hand, A is uniquely extendable to a semi-
positive definite, self-adjoint operator on the Hilbert space of the square inte-
grable functions on N, and A\y(N) is also equal to the infimum of the set of
eigenvalues with respect to this operator. Geometrically, \o(IV) is related to
the following constants:

Definition (Isoperimetric constant, volume growth) For a Kleinian group
I', we set
A ow
B(T) = inf 22e2(OW)
w Vol (W)
where the infimum is taken over all relatively compact subregions W of Np,
which we call the isoperimetric constant of Np. Also we set

1
£(T") = lim sup — log Vol (B(p, )),
T

T—00
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where B(p,r) is a subregion of N within a distance r of p.
Cheeger, Buser, Brooks proved the following results respectively:

Proposition 15

(Ch] Xo(T) > TA(T)2.

[Bu] There exists a universal constant C such that Ao(I') < Ch(T").
[Br] Xo(T) < Ln(I)2.

For a topologically tame hyperbolic manifold Ny, we can estimate the isoperi-
metric constant by considering the ratio of the volume of the convex core Cr to
the area of its boundary; a geometrically infinite end (i.e. an end contained in
Cr) is parabolic whereas a geometrically finite end (i.e. an end facing to Q(T")) is
hyperbolic. The area of the boundary OCT is bounded by a constant depending
on topological type of Nr (more concretely, depending on the minimal number
of generators of I'). Therefore, by such an estimate as Buser did, the following
theorem due to Canary [C1] is obtained.

Theorem 16 A topologically tame hyperbolic manifold Nr satisfies

K
A0(1—‘) S Wa

where K is a constant depending only on topological type of Ny. In particular
if Nr is topologically finite but not geometrically finite then \o(I') = 0.

Hereafter in this section, we explain the following Elstrodt—Patterson—Sullivan
theorem, which proves the relationship between the critical exponent and the
bottom of the spectrum.

Theorem 17 Any Kleinian group I' satisfies

_ 1 (6(r) < 1)
Ao(l) = { 5T -6T)  (6() > 1)

A proof of this theorem for Kleinian groups was given by Sullivan [S5]. Here
we introduce an easier proof by assuming the Marden conjecture to be true. In
particular our proof is valid for Fuchsian groups.

For an s-dimensional, I'-invariant probability measure p, we consider a I'-
invariant function ¢, (z) = [g. P(x,¢)*du(C). Since the Poisson kernel satisfies
AP(z,()* = s(2 — s)P(z,()®, the projection of ¢, () to Nr defines a positive
eigenfunction for an eigenvalue s(2—s) with respect to A. In particular, taking a
0(I')-dimensional, I'-invariant probability measure as p, we obtain the following:
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Proposition 18 There exists a positive eigenfunction on Np for the eigenvalue
o) (2 — (1)) with respect to A. Hence A\g(T') > §(T")(2 — ().

Next, we prove that Theorem 17 is valid for particular Kleinian groups by
showing that the eigenfunctions are square integrable in those cases (see [S4],
[Pt3]).

Lemma 19 If a geometrically finite Kleinian group T satisfies §(T') > 1 then
the function ¢, induced by the PS measure p for I' is square integrable on Nr.

Proof. The closed e-neighborhood of the convex core Cr is denoted by C}.. The
complement of the cusp neighborhoods in C7: is compact since I' is geometrically
finite. Suppose that I' has a bounded parabolic fixed point £ of rank k. By
Lemma 12, if = converges to ¢ conically then ¢, (z) = O(eF=3TNr(02)) -~ By
Lemma 30, which will be proved later, ¢ = 2§(T') — k is positive, and thus
ou(x) = O(eF=9r(0:2)/2)  From this we can see that ¢, is square integrable in
the cusp neighborhoods.

Next we will see that ¢, () is also square integrable on W = Np — C}.. For
any point p in W, we take the nearest point p’ on ¥ = 9C} to p and define
a map p — (p',t), where t = p(p,p’). This map induces a homeomorphism
h:W — W' =% x (0,00). Moreover, if we provide a metric e?!ds% + dt? with
W’ (where ds is the hyperbolic metric on ¥) then h is quasi-isometric (see
[C2]). Hence we may use this metric instead in order to see that the integral
is finite. Since ¢, = O(e 1)) as t — co by Lemma 12, we can reduce the
problem to seeing fooo e?t=2t0) gt Then, by the assumption §(I') > 1, this is
finite. [ ]

Next we deal with a geometrically finite Kleinian group I' with §(T") < 1.
First of all, it is known that A\g({1}) = 1 for the trivial group. On the other hand,
as we have seen above, if §(T") | 1 then Ao(I") T 1. Hence it is natural to guess by
interpolation that Ao (T") is identically equal to 1 whenever 0 < §(I') < 1. Indeed,
we will prove this assertion as follows. In general, if ' C G then \o(T") > A\o(G)
because any positive eigenfunction on Ng with respect to A can be lifted to an
eigenfunction on N for the same eigenvalue. Hence it suffice to prove that, for
any € > 0, there exists a geometrically finite Kleinian group G that contains
I' and that satisfies 1 < 0(G) < 1+ e. To this end, relying on the following
result due to Patterson [Pt2], we take the Klein combination G of I' and a
geometrically finite Kleinian group IV with §(I”) = 1 (say a Fuchsian group I').
By Lemma 30, we can see that the critical exponent of G is greater than 1.

Proposition 20 For Kleinian groups I' and I with non-empty regions of dis-
continuity, there exists a divergent sequence g, of Mdobius transformations such
that T and g,1"g, ' generate a Kleinian group G, =T * g,I"g 1 by the Klein
combination and that

lim 6(G,) = max{4(T), (")}

n—oo
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So far we have proved that Theorem 17 is valid for a geometrically finite
Kleinian group. In addition, Theorem 16 and Proposition 18 assert that, even
if it is not geometrically finite, A\o(I') = 0 and §(I') = 2 for a topologically
tame hyperbolic manifold, and thus Theorem 17 is satisfied also in this case.
Therefore, if we assume the Marden conjecture, Theorem 17 is valid for any
finitely generated Kleinian group. Finally, to extend the result to the case of
infinitely generated groups, we use the following lemma. Here, for a sequence
of Kleinian groups I';,, we set

Env{l',} = {y € PSLy(C) | vy = lim 7, (v, € Tp)}.

Lemma 21 LetT be a Kleinian subgroup of Env {T',} for a sequence of Kleinian
groups T'y,. Then 6(T') < liminf §(T',). In particular, if a Kleinian group T is
represented as I' = |J,, I'y, where I'y C T'y C -+, then 6(I') = limdé(I',) and

Proof. Let py, be a §(T';,)-dimensional, I'y,-invariant probability measure. Tak-
ing a subsequence, we may assume that §(T',) converge to a dimension d, and
taking a further subsequence, j,, converge weakly to a measure y on S?. Then
w is a d-dimensional, I'-invariant probability measure. Thus the first assertion
follows from d > a(T") = 6(I"). Under the assumption of the second assertion,
we have §(I") > §(T',,), and thus 6(T') = limé(T',,). Concerning A\o(T"), for any
e > 0, we take a function f € C§°(Nr) such that the Rayleigh quotient of f is
less than \o(T") €. Since the compact support of f is approximated by domains
of Nr, , we have a function f, € C3°(Nr, ) whose Rayleigh quotient is less than
Ao(T") + 2¢ for any sufficiently large n. Hence we see A\o(I';,) < Ao(D) + 2e.
Combining this inequality with Ag(I") < Ag(T',), we obtain the assertion. |

6 Geometric convergence and continuity of the
Hausdorff dimension

We consider the change of the Hausdorff dimension of the limit set under de-
formation of a Kleinian group. It is seen from the distortion theorem on qua-
siconformal maps (see [As]) that the Hausdorfl dimension varies continuously
(with respect to the Teichmiiller distance) under quasiconformal deformation.
Moreover, it is a real analytic function on the quasiconformal deformation space
for certain kinds of Kleinian groups [Ru], [AR]. Hence the problem lies in the
continuity of the Hausdorff dimension on the boundary of the quasiconformal
deformation spaces and more generally for convergent sequences of Kleinian
groups. To formulate this problem exactly, we begin with defining a couple of
concepts on convergence of Kleinian groups.

Definition (Algebraic convergence) Let I'y be a group in general and let
0, : Tg — T, be a PSLy(C)-representation of T'y onto T',,. We say that a
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sequence 6, converges to a PSLo(C)-representation 6 : Ty — T" of T'g onto T' if
0., () converge to () for any v € T'y.

Hereafter, we always assume that 'y is finitely generated when we consider
the algebraic convergence. Under this assumption, if '), are Kleinian then their
algebraic limit I" is also a Kleinian group.

Although the algebraic convergence preserves the algebraic structure of Kleinian
groups, it does not necessarily imply convergence of the geometric structure of
the corresponding hyperbolic manifolds. As we have seen in Section 5, the
Hausdorff dimension of the limit set reflects the geometric nature of a hyper-
bolic manifold. Hence we have to take the following geometric convergence of a
sequence of Kleinian groups into account in order to investigate the continuity
of the Hausdorff dimension.

Definition (Geometric convergence) We say that a sequence of subgroups
I, of PSLo(C) converges geometrically to G if ', converge to G as closed subsets
of PSLy(C) in the Hausdorff topology; namely the following two conditions are
satisfied:

e Any g € G is written as g = limy, .00 Y (Y € Tn).

e Any element written as g = lim; oo Yn; (Vn, € I'n;) belongs to G.

The image of the origin 0 € B? under the projection B> — Np = B3/’
is denoted by or. The condition that Kleinian groups I',, converge geometri-
cally to G is equivalent to saying that the sequence of corresponding hyperbolic
manifolds with the base point (N, ,or, ) converges to (Ng,0¢) in the sense of
Gromov. That is, as n grows, the larger neighborhoods of the base points in
Nr, and in Ng are mapped onto each other by diffeomorphisms that are the
closer to an isometry.

In general, a sequence of hyperbolic manifolds with base points has a con-
vergent subsequence in the sense of Gromov if the injectivity radii at the base
points are uniformly bounded from below. Hence, under certain circumstances
that imply this condition, we can choose a geometrically convergent subsequence
from a sequence of Kleinian groups. The assumption that the sequence is al-
ready known to be algebraically convergent produces one of such situations.

Proposition 22 If representations 0, : I'oc — I',, onto Kleinian groups I,
converge algebraically to 0 : Ty — I' then a subsequence of I',, converges geomet-
rically to a Kleinian group G that contains T.

Bishop and Jones [BJ] proved lower semi-continuity of the Hausdorff dimen-
sion of the limit sets of finitely generated Kleinian groups under the algebraic
convergence.
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Theorem 23 If representations 0, : 'y — T'), onto Kleinian groups I',, con-
verge algebraically to 6 : Ty — T then

lim inf dim A(T",,) > dim A(T).

n—oo

By Lemma 21, we can see that the Hausdorff dimension of the conical limit

set has lower semi-continuity under either algebraic or geometric convergence.
Hence the assertion of Theorem 23 immediately follows if the algebraic limit I" is
geometrically finite. From now on, in the case where I' is not geometrically finite,
we will prove a stronger assertion, the continuity of the Hausdorff dimension.
The essential step for it is the following result due to Bishop and Jones [BJ].

Theorem 24 If a finitely generated Kleinian group I' is not geometrically finite
then dim A(T") = 2.

Sketch of proof. For the sake of simplicity, we explain this theorem in the case
where the boundary 0CTr of the convex core is totally geodesic. We take the
double of Cr with respect to OCr and denote it by N. Then N is represented as
N = N¢ by a Kleinian group G. If Ao(T") = 0 then dim A.(T") = 2 by Proposition
18. Thus we have only to consider the case Ag(T") > 0. By the Ahlfors finiteness
theorem, the hyperbolic area of Cr is finite. By assumption, Cr has an infinite
end. From these two facts, we can see that N¢ satisfies A\g(G) > 0, too. (We
are convinced of this fact more easily if we consider the isoperimetric constant
for example.) This implies in particular that the harmonic measure of the ideal
boundary of N¢ is positive, and thus so is the harmonic measure of the ideal
boundary of Cr, which is the half of Ng divided along dCr. This is equivalent
to saying that the 2-dimensional measure of the limit set A(T") is positive. In
particular dim A(T") = 2 follows. |

Note that if Np is known to be topologically tame in addition, Theorem 16
already implied a stronger conclusion dim A.(I") = 2 than Theorem 24.

Remark For a geometrically finite Kleinian group I', we have obtained the
condition for dim A(T') = 2 (Corollary 14). Then, in the aid of the theorem
above, we can extend it to all finitely generated Kleinian groups. However, for
infinitely generated Kleinian groups, such a condition has not been completely
investigated yet. As a necessary condition, we may think of unboundedness of
the distance of points in the convex core from its boundary [Mt2]. As we can see
from the proof of Theorem 24, a sufficient condition is, say, analytic finiteness
of Q(T')/T', which is a consequence of the Ahlfors finiteness theorem [BJ].

Therefore, by the following lemma, we complete a proof of Theorem 23.

Lemma 25 If representations 6,, : 'y — I'y, onto Kleinian groups I';, converge
algebraically to 0 : T'g — I' and if ' is not geometrically finite then

lim dim A(T),) = dim A(T) (= 2)
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Proof. Passing to a subsequence, we may assume that I'), are all geometrically
finite or all geometrically infinite. In the latter case, the assertion is clear by
Theorem 24. Hence we only consider the case where I',, are all geometrically
finite. Passing to a subsequence again, we may assume that dim A(T',,) converge
and, by Proposition 22, T',, converge geometrically to a Kleinian group G that
contains T'. If lim dim A(T,,) < 2 then, by Theorem 16, volumes of the convex
cores Cr,, are uniformly bounded from above. In this case, the volume of C¢ is
finite (see [Tal), and thus G is geometrically finite. By the lower semi-continuity,
dim A(G) = dimA.(G) < 2. However this contradicts dim A(I') = 2. Hence
limdim A(T";,) = 2, which implies the assertion. |

Remark On the other hand, when a sequence of Kleinian groups I';, converges
geometrically to G, we have a similar assertion; if G is finitely generated but
not geometrically finite then lim dim A(T',,) = dim A(G). Indeed, if the geomet-
ric limit is finitely generated in general then there exist homomorphisms (not
necessarily surjective) ¢, : G — T, for all sufficiently large n that converge al-
gebraically to the identity isomorphism id : G — G [JM]. Then applying Lemma
25, we obtain this assertion.

From these observations, we can see that the case where the limit is geomet-
rically finite is essential as long as we consider the problem on the convergence
of the Hausdorff dimension. Thus we restricted ourselves to this case hereafter.

First of all, we exhibit a simple example where the geometric convergence
does not necessarily imply the convergence of the Hausdorff dimension of the
limit set.

Example We take a sequence of finite index subgroups I';, of a Kleinian group
Ty such that Ty DTy D Ty - converge geometrically to {1}. (For example, we
can take such a sequence by letting the injectivity radii at the base point increase
to 00.) Then dim A(T",,) = dim A(Tg) > 0 but dim A({1}) = 0. The limit sets
A(T,,) = A(Tg) do not converge to A({1}) = 0 in the Hausdorff topology either.

In order to show the convergence of the Hausdorff dimension, we plan the
following strategy: Let u be a weak limit of the PS measures u,, for geometrically
finite Kleinian groups I'y,. If we were able to determine that y is the PS measure
for the geometric limit G, then the critical exponents §(T';,) would converge to
0(G) and thus dim A(T',,) — dim A(G) would be obtained. However, even though
p is a G-invariant probability measure, it may have a positive mass on Q(G)
in general. If we know at least that A(T,,) converge to A(G) in the Hausdorff
topology, we can see that p has its support on A(G), which is a necessary
condition for  to be the PS measure. Hence, in order to keep this line, we have
to impose such a condition that at least the Hausdorff convergence of the limit
set is guaranteed.

Remark However, even if the limit sets do not converge in the Hausdorff
topology, the Hausdorff dimension may converge. For example, we can take
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the Klein combination G,, = T * g,,["g,; ! so that it converges geometrically to
I' as in Proposition 20, but A(G,) do not converge to A(T') in the Hausdorff
topology. (Remark that the assumption of Corollary 7.34 in [MT] is insufficient.)
If §(T") < 6(I') then the Hausdorff dimension does not converge (and the weak
limit 4 of the PS measures has a positive mass on Q(T")) whereas if §(T") > §(T")
then it converges.

When the Hausdorff dimension of the limit set converges and the geometric
limit G is a geometrically finite Kleinian group without a parabolic element,
we can see the convergence of the Hausdorff dimension, because the only G-
invariant probability measure with the support on the limit set is the PS mea-
sure. However, when G contains a parabolic element, the Hausdorff convergence
of the limit sets does not necessarily implies the convergence of the Hausdorff
dimension. In more details, the weak limit p of the PS measures may consist
of atoms on parabolic fixed points of G and in this case 6(G) must be less than
the dimension of p. For example, if we explain this phenomenon in terms of
hyperbolic manifolds, it occurs in the case where a Gromov convergent sequence
of hyperbolic manifolds collapses at a cusp so that the “main part” disappear in
the limit and a mass of the measure which was in the main part is concentrated
on the parabolic fixed points that correspond to the new cusp.

Therefore, to make the geometric structure of hyperbolic manifolds converge
by the geometric convergence and make the structure of the fundamental group
be preserved (i.e. make the manifold not collapse at the limit) by the alge-
braic convergence, we define the following convergence which includes both the
properties:

Definition (Strong convergence) We say that a sequence of Kleinian groups
T',, converges strongly to G if I';,, converge geometrically to G and, for all suf-
ficiently large n, there exist surjective homomorphisms ¢, : G — I, that con-
verge algebraically to id : G — G.

Remark Usually we define strong convergence by a condition that an alge-
braically convergent sequence of faithful discrete representations is geometri-
cally convergent at the same time. Clearly our definition above, which is due
to McMullen [Mc], is wider than the usual one. Moreover, even in the case
where the algebraic limit and the geometric limit differ, if the geometric limit is
finitely generated then it is strongly convergent in our sense. Indeed, although
we mentioned that there exist homomorphisms, not necessarily surjective, of a
finitely generated geometric limit that converge algebraically to the identity iso-
morphism, they are actually surjective if we know in addition that the original
sequence is algebraically convergent [JM].

If the limit G of a strongly convergent sequence is geometrically finite then
T, for all sufficiently large n are also geometrically finite and A(T';,,) converge
to A(G) in the Hausdorff topology [JM]. However, even in this case, there still
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exists an example, which was raised by McMullen [Mc], where the Hausdorff
dimension does not converge.

Concerning convergence of the bottoms of the spectrum of hyperbolic mani-
folds under strong convergence, Canary and Taylor [CT2] showed the following
result by a proof of geometric flavor independently of McMullen. Also Fan and
Jorgenson [FJ] proved convergence of the heat kernels of hyperbolic manifolds
and obtained a similar result.

Theorem 26 If a sequence of Kleinian groups I'y, converges strongly to G and
if Ng is topologically tame then lim, .o A\o(Ty) = Mo (G).

The reason why the convergence of the bottom of the spectrum does not
necessarily imply the convergence of the Hausdorff dimension lies in their rela-
tionship (Theorem 17); as long as the critical exponent is not greater than 1, the
bottom of the spectrum is identically 1. In fact, McMullen’s counterexample
is a phenomenon that occurs near the dimension 1. He proved the following
theorem concerning the convergence of the Hausdorff dimension under strong
convergence by an analytic method and obtained the theorem above contrarily
by interpreting the Hausdorff dimension into the bottom of the spectrum [Mc].

Theorem 27 If a sequence of Kleinian groups I',, converges strongly to a finitely
generated Kleinian group G that satisfies dim A(G) > 1 then

lim dim A(T',,) = dim A(G).

n—oo

7 Hausdorff dimension 1

Hausdorff dimension 1 stands at a special position among the dimensions of the
limit sets of Kleinian groups. Actually, we have experienced certain arguments in
which the Hausdorff dimension and the critical exponent have a different feature
on different sides of 1. The Hausdorff dimension of the limit set of a Fuchsian
group is clearly 1 and conversely Bowen [Bo] proved that only a Fuchsian group
is a quasifuchsian group whose limit set has Hausdorff dimension 1. Generalizing
this result, we completely determine finitely generated Kleinian groups whose
limit sets have Hausdorff dimension not greater than 1 [CT1], [BJ].

Definition (Quasifuchsian group) A geometrically finite Kleinian group I’
such that Q(T") consists of two I'-invariant Jordan domains is called a quasifuch-
sian group. In particular, if the two Jordan domains are round disks, it is called
a Fuchsian group.

Theorem 28 If a quasifuchsian group has the limit set of Hausdorff dimension
1 then it is a Fuchsian group.
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Proof. Let I" be a quasifuchsian group whose limit set has Hausdorff dimension
1. By Lemma 6, the 1-dimensional Hausdorff measure of A(T") is finite, in other
words, A(T") is rectifiable. Then the following lemma implies that I" is a Fuchsian

group.

Lemma 29 If the limit set of a quasifuchsian group I is rectifiable then T" is a
Fuchsian group.

Proof. Let ©; and Q9 be the two invariant components of Q(I") and consider
Riemann mappings f; : A — Q; and fy : A* — Q5 where A is the unit disk
and A* = C — A. Then fl_l and f2_1 induce conjugation of I' onto Fuchsian
groups I'; and T'5 respectively. Since f; and fo extend to the boundary homeo-
morphically, a homeomorphism (f2)~!o f; of A is defined. By the assumption
that A(T) is rectifiable, the 1-dimensional Hausdorff measure and the harmonic
measure on A(T") are mutually absolutely continuous with respect to each other.
Therefore (f2) ™! o f; is absolutely continuous with respect to the 1-dimensional
measure on the unit circle that induces conjugation between Fuchsian groups
I'y and I's. Here we apply the rigidity of Fuchsian groups: an automorphism of
the unit circle that is compatible with a Fuchsian group is either (totally) sin-
gular with respect to the 1-dimensional measure or the restriction of a Mdbius
transformation. Then (f2)~! o f; is the restriction of a Mobius transformation,
from which we see that I" should be a Fuchsian group. [ ]

Remark A quasifuchsian group is alternatively defined as a quasiconformal de-
formation of a Fuchsian group. For a quasiconformal deformation of a Fuchsian
group in general (which is not necessarily finitely generated), we may consider
the statement of Lemma 29, however this is not true in general. The reason
why not is that the rigidity of Fuchsian groups, which was used in the above
proof, is valid only for a Fuchsian group whose 1-dimensional Poincaré series
diverges (see [Mt1]). Astala and Zinsmeister showed the necessity of this con-
dition as well as an example where a non-trivial quasiconformal deformation of
a Fuchsian group has a rectifiable limit set [AZ].

The following lemma is useful not only for the extension of Theorem 28 but
also at several places where we have utilized it already.

Lemma 30 If a Kleinian group I' contains a Kleinian subgroup H of divergence
type and if A(T") properly contains A(H), then 6(T') > 6(H). In particular, if T
contains a parabolic abelian subgroup of rank k = 1,2 then §(T') > k/2.

Proof. Let p be a §(I')-dimensional, T-invariant probability measure. We can
take a disk A = A(z,7) C Q(H) such that u(A) > 0 and ANh(A) =0 for any
non-trivial h € H. Since

1> u(h(A) = p(A) - Y W (@),

heH heH
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the 6(T")-dimensional Poincaré series for H converges. Since H is of divergence
type, this implies that 6(T") > 6(H).

For a parabolic abelian subgroup J of rank k, the Poincaré series } . ; [5'(2)[*
(z € Q(J)) converges for s > k/2 and diverges for s < k/2 (see Lemma 12).
Hence we obtain the latter assertion. ]

Theorem 31 For a finitely generated Kleinian group T', if dim A(T') < 1 then
A(T) is either a circle or a totally disconnected set.

Proof. In general, a finitely generated Kleinian group I' has either a quasifuch-
sian subgroup, a totally degenerate subgroup or a totally disconnected limit set.
However, it cannot have a totally degenerate subgroup because it has the limit
set of Hausdorff dimension 2 by Theorem 16 or 24. If I has a quasifuchsian
subgroup H, it follows from Theorem 28 that H is Fuchsian. Then Lemma 30
implies that A(T') = A(H). |

Corollary 32 If dim A(T") < 1 for a finitely generated Kleinian group T' then
the hyperbolic manifold Nr is homeomorphic to the interior of a handlebody.

Proof. By Theorem 31, A(T") is a totally disconnected set. If I' contained
a parabolic abelian subgroup of rank 2 then we would have dim A(T) > 1 by
Lemma 30. Thus I' must be a Schottky-like group which may contain a parabolic
cyclic subgroup. This is equivalent to the conclusion of the statement. [

Form this result, we see that the Hausdorff dimension determines the topol-
ogy of a hyperbolic manifold in some case. We conversely define a topological
invariant of a 3-manifold from the Hausdorff dimension.

Definition For a compact 3-manifold M (with boundary) that admits a hy-
perbolic structure, we define D(M) as the infimum of dim A(T") taken over all
Kleinian groups I' such that the hyperbolic manifold Ny is homeomorphic to
the interior of M.

By Corollary 32, if D(M) = 0 then M is a handlebody. Conversely if M
is a handlebody then D(M) = 0 by Proposition 20. Hence the next possible
value of D(M) is 1. Though it had been known that if M is an I-bundle (direct
product or twisted bundle) over a surface then D(M) = 1, Canary, Minsky and
Taylor [CMT] completely determined all other 3-manifolds M with D(M) = 1.
Intuitively speaking, if M is a union of parts of the product structure, we can
take the following sequence which shows D(M) = 1 for a similar reasoning to
Proposition 20: the Hausdorff dimension of a quasifuchsian group that corre-
sponds to each part of M converges to 1 but only one of them remains so that
M converges geometrically to a Fuchsian product structure. Conversely they
proved D(M) > 1 for the other 3-manifolds M. Here we show a proof of this
fact only in the simplest case.
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Proposition 33 If M is acylindrical and not an I-bundle then D(M) > 1.

Proof. Suppose that there exists a sequence of Kleinian groups I',, such that Np,
is homeomorphic to the interior of M and dim A(T';,) — 1. By compactness of
the set of discrete faithful representations of the fundamental group of an acylin-
drical M [Th], we may assume that 6, : 71 (M) — T',, converge algebraically
to a discrete faithful representation 6 : 71 (M) — I'. Then dim A(T") < 1 by

Theorem 23, however this contradicts Theorem 31. [ ]
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arguments in Section 6 of the present article:
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